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Mechanistic interpretability (MI)

e Anthropic (and early OpenAl) pioneered MI—reverse engineering of
neural networks and microscopic understanding
e As LLMs grow larger in scale and complexity, Ml becomes difficult
e Yet, many fundamental mechanism and viewpoints remain relevant
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https://openai.com/index/multimodal-neurons/

Mechanistic interpretability (MI)

A intuitive of viewpoint of transformers (useful but not always accurate)

Self-attention (SA) and MLP
enrich representations by
adding to the residual stream
(identity map from residual
connection).

MLP stores static knowledge as
it applies nonlinear
transformation token by token
SA implements dynamic
algorithm as it computes
interaction between tokens
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The final logits are produced by applying the unembedding.
T(t) = WU.'ZZ,l

An MLP layer, m, is run and added to the residual stream.

Tip2 = Tip1 + m(Tig1)

Each attention head, h, is run and added to the residual stream.

Tiy1 = T + ZheH'h(wi)

Token embedding.
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Anthropic, A Mathematical Framework for Transformer Circuits, 2021
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https://arxiv.org/abs/2012.14913
https://transformer-circuits.pub/2021/framework/index.html

Mechanistic interpretability (MI)

“Circuits” heuristics

SA and MLP “read” (accept input
embeddings) from residual stream, process
vectors, and “write” (return vectors as
outputs) to residual stream.

Attention head as pattern detector: activates
for one or several patterns in a prompt
Attention matrix: for given a prompt, how the
current token interacts with another token
|dealized interpretation: logical / algebraic
operations in the vector space

The residual stream is modified by a sequence
of MLP and attention layers “reading from” and
“writing to” it with linear operations.
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Each layer “writes” to the residual
stream by adding a linear
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https://transformer-circuits.pub/2021/framework/index.html
https://transformer-circuits.pub/2021/framework/index.html

Mechanistic interpretability (MI)

e Inputor hidden states X ¢ RT>?¢ | 7T is seq
length, d is embed dim

e How is this plausible?
o In theory, transformers can express algo
o In exploratory work, modified transformers
are trained and binarized into programs

Residual stream

Hidden
states

Read QK Softmax ov Write

circuit circuit

attention matrix

H
MSA(X; W) := x
S— j=1

. residual stream stores
info from previous layer
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QK circuit reads and OV circuit writes and
matches info from stream adds info to stream


https://arxiv.org/pdf/2106.06981
https://arxiv.org/abs/2306.01128

Induction head: a basic building block
underlying emergence and ICL



Copying in context

Suppose that is a pattern—consecutive tokens [A], [B], [C], [D] in the sequence—to
be completed

attention

Random Tokens Repeat of Random Tokens
Category 40 ids node SiflléliONl ~ Category 40 ids|pode|Striiction
prefix of attended-to-token Attended-to-token is copied. The corresponding

= current token [IB8i# is increased for the next token.



Copying in context

e How would a classical statistical model learn to copy?
o Estimate the joint probability distribution of p([A], [B], [C], [D])
o Modeling [A], [B], [C], [D] as a (hidden) Markov chain
e General-purpose statistical models can’t generalize beyond training data
o Different token distributions
o Different pattern length
e In transformers, composition of two self-attention heads solves copying:

o First head: previous-token head (attending to previous token)
o Second head: induction head (attention to to-be-copied token)

attention

Random Tokens Repeat of Random Tokens
Category 40 ids node SiflléliON| ~ Category 40 ids node|Striction
prefix of attended-to-token Attended-to-token is copied. The corresponding

= current token [I88H is increased for the next token.



Copying in context: simple synthetic experiment

e Training data
o Vocabulary size 64, sequence len 64, draw i.i.d. tokens from a
power law distribution to form “noisy background” in a prompt
o Sample segment len L € {10,11,...,19} uniformly, and then
sample a segment s oflen L
o Place two copies of s™ at random non-overlapping locations in
the prompts. Prompt format (x, s%, *, s%_ %)

e OOD Test data
o Change token distribution to uniform
o Change L to 25

e Model: 2-layer transformer without MLPs



Copying in context: simple synthetic experiment
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Out-of-distribution generalization via composition: A lens

through induction heads in Transformers, 2024



https://www.pnas.org/doi/10.1073/pnas.2417182122
https://www.pnas.org/doi/10.1073/pnas.2417182122

Copying in context: Induction head mechanism

IH scores PTH scores at 1st layer Token matching ratio at 2nd layer
1.0 1
: : 1.0 Ir—
0.3 : 37 0.4
0.4
0.6 06
0.34
0.4 04
0.2 1 :
0.2 0.2 :
0.1 _JI 1
I I ]
LI m— R el o SEETOC T T = 1 2 By T Vi G, ST iy A
10 pi 104 107 10¢ 10 10* 10? 10°¢ 10% 10° 10t 104 107 107

PTH/IH attention: pool size None, step 0

-10
- 0.8
- 0.6
0.4
0.2
0.0

1st attention head
focuses on position info

provs oken/ \
[Al, [B], [C] - - - [A], [B]

PTH shifts
embedding




Induction head: training on corpus and emergence of ICL

e Training small transformers on natural language data

ICL score: 6500 (t) — 650 (t)

=> Recall that the autoregressive ONE LAYER TWO LAYER THREE LAYER
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- On average, it is cross entropy 001

between language and model 1"\

prediction.
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=> Intuitively, a longer context helps
prediction (conditioning reduces

In-Context Learning Score

entropy)
ICL scores reflects how much better

One-layer model Models with more than one layer
has no sudden improvement. have a sudden improvement in in-context learning

Anthropic, In-context learning and induction heads, 2022

longer context helps prediction


https://transformer-circuits.pub/2022/in-context-learning-and-induction-heads/index.html
https://en.wikipedia.org/wiki/Cross-entropy
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Intervention experiment from pretrained LLMs
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through induction heads in Transformers, 2024



https://www.pnas.org/doi/10.1073/pnas.2417182122
https://www.pnas.org/doi/10.1073/pnas.2417182122

Beyond copying: induction head learns
Markov chain in context



Finite mixtures of Markov chains

e Each input sequence [A], [B], [C], [D], ... is a Markov Chain (MC)
e The model trained on different MCs (e.g., different transition matrices)

e Can it generalize on new MCs? (OOD generalization)

e Copying is a special case of MC, as transition is deterministic

0.7
a) g
= 0.6
X o
O 0.5
o
c 0.4
£ 0.3
g
(= 0.2
Z

i ' 0.1
175 613 2148 7525 26357 92318 :

Training Steps

A
A

b)

—
¥

0.8

0.6

0.4

0.2

0.0
22 23 24 25 26 27 28 29 210 211

N Training Chains

C) os

0.4
-l
Tz 03
0.2
0.1

10° 10° 10° 10°
Training Steps

Competition Dynamics Shape Algorithmic Phases of In-Context Learning, 2024



https://arxiv.org/abs/2412.01003

Phase transitions in data diversity and training steps

e Left: finite patterns for copying task
e Right: finite transition kernels for learning MCs
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Open problems & research ideas

e Conclusion: induction heads are critical to ICL and OOD generalization

o Copying patterns from context

o Inferring from new Markov chains

e How are phase changes developed in training?
e How do models represent algorithms beyond induction heads?
e \What are other mechanisms of OOD generalization

e \What is the role of training data?

o Diversity of patterns / tasks



