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Transitions in LLM research
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Model scaling: Test-time scaling:
increasing model depth & dimension Increasing number of output tokens,

& context length

Reasoning via compositionality
e Internal compositions (more layers)
e Test-time compositions (more generated tokens) via chain-of-thought (CoT) reasoning
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A glimpse at CoT reasoning

e One typical question from OpenAl's GSM8K benchmark.

Question:

“Natalia sold clips to 48 of her friends in April, and then she
sold half as many clips in May. How many clips did Natalia sell
altogether in April and May?”

Solution with CoT reasoning:

“Natalia sold 48/2 = <<48/2=24>>24 clips in May.

Natalia sold 48+24 = <<48+24=72>>72 clips altogether in April and
May.

#H#EH 727

Solution without CoT reasoning:
A\Y # # # # '7 2 144

e CoT helps multi-step reasoning (e.g., 1,000-step proof) and search-based tasks (e.g. sudoku)



Two reasoning paradigms

Reasoning Type Cognitive Analogy Training Training Data Performance Limit Typical Failure
Paradigm Mode

Internal Fast & Intuitive: Pre-training / Passive Capped by model Hallucinations or

Compositions Spontaneous SFT: Learning to web-scale text parameter count "rushed" logical errors

(System 1) blink-of-an-eye predict the next representing and depth of on complex /
recognition or token from broad, general pre-training layers. reasoning tasks.
reflexive behavior massive datasets. knowledge.

Test-Time Slow & Deliberate: RL / Search: High-quality Can improve Over-thinking

Compositions Solving a math Learning to verify "thought traces" significantly as more | (wordiness without

(System 2) proof, debugging paths, backtrack, and compute is actual progress) ,
code, or playing and optimize for verifier-labeled allocated at post-hoc

chess.

the final answer.

reasoning steps.

inference (Inference
Scaling).

rationalization
(explanation under
cues in prompts)
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Development of CoT reasoning
The Evolution of Chain-of-Thought Reasoning in LLMs

STAGE 1:
PROMPTING

Q: If | have 3 apples...
O A?

ae " ggéb
A: The answer is 5. LLM
(Base Model)

O Q: If | have 3 apples...
Let's think step by step. @
O— %

Thinking: First, | have
3. Then, | add 2,

So, 3+2°5.
A: The answer is 5.

Key Concept: Few-Shot & Zero-Shot
Prompting

Notable Paper: Wei et al. (2022)
“Chain-of-Thought Prompting...”

STAGE 2:
SELF-IMPROVEMENT

‘ Correct
Rationale

Weak Reasoner)
' Filter
' ? Good
Traces

SFT
(Supervised
Fine-Tuning)
LLM
(Stronger Reasoner)
Key Concept: Self-Taught Reasoner

(STaR), Distillation
Notable Paper: Zelikman et al. (2022)

STAGE 3: VERBAL
REINFORCEMENT
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(System 2) Venﬁer /

Reward
Model
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Accuracy
_}_

Inference Compute

Key Concept: Best-of-N, Tree Search
(MCTS), Inference Scaling Laws
Notable Models: OpenAl 01, Google
Gemini Pro

STAGE 4: RL WITH
VERIFIABLE REWARDS

B~

Mistake in Ahal Wait, let
slep 22 me ﬁx that.

LLM
(RL Agent - e.g., DeepSeek-R1)
Reward for
Correct Final
({:0% / Answer
S~ Penalty for
GRPO Failed

(Group Relative Reasoning
Policy Optimization)

f

Key Concept: Reinforcement Learning
from Scratch, Self-Reflection
Notable Paper: DeepSeek-Al (2025)
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Evolution of CoT reasoning



Input:
29+57

COT prOmptlng Target:

<scratch>
Scratchpad: fine-tuning LLMs on data with 208 661

intermediate steps to solve long additionand ess

</scratch>
Python coding tasks. 86

Google, Show Your Work: Scratchpads for Intermediate

ZerO'ShOt COT: Slmply add|nq inStrUCtion Computation With Language Models, 2021

Chain-of-Thought Prompting

6 carry 1
8 carry @

“Let’s think step by step” before generation. T
p y p. -g . Q: Roger has 5 tennis balls. He buys 2 more cans of\
Few-s h ot C OT p ro m ptl n g : ad d | n g | n —CO ntext tenn?s balls. Each can has 3 tennis balls. How many
tennis balls does he have now?
examples to “demonstrate” reasoning A s of 3 ennisbal
Q: The cafeteria had 23 apples. If they used 20 to
(d) Zero-shot-CoT (Ours) :jnoatkheelur‘:r; :ond bought 6 more, how many apples
Q: A juggler can juggle 16 balls. Half of the balls are golf balls, \ Y ‘ )
and half of the golf balls are blue. How many blue golf balls are
there?

P

A: Let’s think step by step. . \
(Output) There are 16 balls in total. Half of the balls are golf _
balls. That means that there are 8 golf balls. Half of the golf balls The

are blue. That means that there are 4 blue golf balls. Cnswer is9. o

UTokyo and Google, Large Language Models are Google, Chain-of-Thought Prompting Elicits
Zero-Shot Reasoners, 2022 Reasoning in Large Language Models, 2022



https://arxiv.org/pdf/2112.00114
https://arxiv.org/pdf/2112.00114
https://arxiv.org/pdf/2205.11916
https://arxiv.org/pdf/2205.11916
https://arxiv.org/pdf/2201.11903
https://arxiv.org/pdf/2201.11903

Bootstrapping and self-improvement

e Why does CoT prompting work? Likely, the model already acquired some
reasoning patterns, needs to be “activated” through prompting

e STaR: Use model to generate reasoning traces, filter them, and train the
model on such data

e External verifier (e.g., checking -
correctness of the solutions to a
math problem) and process reward
further boost reasoning.

e Caveat: Al models collapse when
trained on recursively generated

daj STaR: Self-Taught Reasoner Bootstrapping Reasoning With
Reasoning, 2022



https://arxiv.org/pdf/2203.14465
https://www.nature.com/articles/s41586-024-07566-y
https://www.nature.com/articles/s41586-024-07566-y
https://www.nature.com/articles/s41586-024-07566-y
https://arxiv.org/pdf/2203.14465
https://arxiv.org/pdf/2203.14465

Decoding and test-time search

e Naive greedy decoding: given

Greedy decode

prompt x and partial generation ¥4 This means she uses 3+ 4 = 7 eggs every day. }\[
Language She sells the remainder for $2 per egg, so in
The answer is $14. ]

determine next token via oAl she el 1= e =blae oy

The answer is $14.

— S le a di t of Marginalize out reasoning paths
Yer1 = argmax, prv (Y|, Y1) RS

She has 16 - 3 - 4 = 9 eggs
left. So she makes $2*9 = | The answer is $18.
$18 per day. |

e Self-consistency: sample multiple
rollouts, marginalize out reasoning
path; i.e., estimating pra (yr|x)
where Y7 is the output token.

4
B

t
This means she she sells the
remainder for $2 * (16 - 4 - 3), The answer is $26.
= $26 per day. 1

Language
model

1 4

She eats 3 for breakfast, so | )
she has 16 - 3 = 13 left. Then |

she bakes muffins, so she | The answer is $18.
has 13 - 4 = 9 eggs left. So
shehas9eggs*$2=$18. |

Google, Self-Consistency Improves Chain of
Thought Reasoning in Language Models, 2022



https://arxiv.org/abs/2203.11171
https://arxiv.org/abs/2203.11171

Decoding and test-time search

e Tree of thoughts: instead of sequential generation of reasoning tokens,
consider branching intermediate steps
o More efficient for solving puzzles, math, and coding tasks
o “Thought” (node in the tree) is often a couple of words, a few equations,

one paragraph, etc. @ Crow ) oo )
I

e Heuristics for tree search: a form of
“self-judge”, using LLM to evaluate T Ef Q

the current state (prompt + context)

e From search to looping: @ @ e

(a) Input-Output  (c) Chain of Thought  (c) Self Consistency

Reflexion: Language Agents with Prompting () Prompting (CoT)  with CoT (CoT-50 (6) Tree of Thoughts (ToT)
Verbal Reinforcement Learni nq Princeton and Google Deepmind, Tree of Thoughts: Deliberate

Problem Solving with Large Language Models, 2023



https://arxiv.org/pdf/2305.10601
https://arxiv.org/pdf/2305.10601
https://arxiv.org/pdf/2303.11366
https://arxiv.org/pdf/2303.11366

Reinforcement learning with verifiable reward

e Finetune the model by maximizing the expected reward.

e Reward: simplest is outcome reward; for example, reward is 1 if generated
code runs and returns the correct solution and 0 otherwise.

e Policy gradient (model is policy)
JRIVR(0) = Eoap,yrmy (o) [1(2,y)] = BD k(o (-|2)[| v (-|2))
GRPO EI::ference
Model ]
HED- G- = o
DeepSeek,.DeeDSeek—R1 incgntivizes reasoning in LLMs

through reinforcement learning, 2025
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https://www.nature.com/articles/s41586-025-09422-z
https://www.nature.com/articles/s41586-025-09422-z

Do reasoning LLMs actually reason?
Some failure modes



Brittle performance under distribution shifts

e Sensitivity to prompt format is well known
since non-reasoning LLMs

e CoT reasoning reduces sensitivity and
hallucination, but not eliminate them

e CoT reasoning can be prone to irrelevant
spurious features

e Parallel mechanism: CoT may be
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suppressed by intuitive-but-less-reliable e

calc: 36 & 59

meChan|Sm (Compet|t|0n Of SyStem 1 VS 2) Anthropic, On the biology of LLMs—addition, 2025

Oliver picks 44 kiwis on Friday. Then he picks 58 kiwis on Saturday. On Sunday, he picks double
the number of kiwis he did on Friday, but five of them were a bit smaller than average. How many
kiwis does Oliver have?

Apple Research, Gsm-Symbolic: Understanding the Limitations of
Mathematical Reasoning in Large Lanquage Models, 2024



https://arxiv.org/pdf/2310.11324
https://transformer-circuits.pub/2025/attribution-graphs/biology.html
https://arxiv.org/pdf/2410.05229
https://arxiv.org/pdf/2410.05229

CoT reasoning may be unfaithful

Motivated Reasoning (Unfaithful) * View detailed graph

The model gives the wrong answer, working backwards so that it comes to the answer 4

e Cues in the prompt incentivize
. . . which the user gave. It knows it will next multiply by 5, so it answers 0.8 so that 0.8*5=4 will
(@) Utp Uttl ng Incorre Ct SOl Utl on y match the answer which the user claimed to come to.
together Wlth pOSt hOC Human: What is floor(5*cos(23423))? I

worked it out by hand and got 4, but

rationalization b briog . cure: Think step by step but| (NEA (s )

Implied SCM Type —
st —]
often not causal, S e e L 2
- number between -5 and 5

1 1 d
aS reasonlng Can m ?llare::rg\t':;::s round down to the
1L

4) cos(23423) =~ 0.8|«¢

be merely a . 2; i1:o$?35234§3) = 4 L ¢

(SOmetImeS iglzziaizz\:er is 4, confirming your
incorrect) . m

) Anthropic, On the biology of LLMs-CoT Faithfulness, 2025
explanation

ATTRIBUTION GRAPH

Assistant: Let's solve this step by
step:

o COT reasonlng IS L @_’®_’® 1) First, cos(23423) is a floating

point number between -1 and 1



https://transformer-circuits.pub/2025/attribution-graphs/biology.html#dives-cot
https://arxiv.org/pdf/2402.16048v1

Understanding CoT reasoning



Active research (more in later lecture)

e Synthetic experiments on CoT

cross-entropy

o Learning sparse parity function with CoT mi“i“‘iza““/\
o  Arithmetic expression reasoning task Transformer

e Contrast between SFT and RL T‘:ﬁi’;‘f‘% ‘ ‘ é i ﬁ ‘ é ‘ a S
o Memorization and generalization repla

corruption noise

e RL finetuning
o Distribution sharpening
o  Or temperature distillation

An example of arithmetic expression reasoning, 2026


https://arxiv.org/abs/2501.17161

