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STAT 992: Science of Large Language Models

Lecture 5: Linear representation hypothesis, 
feature superposition



Overview of main findings

Table edited by Gemini-3

● Linear representation hypothesis: transformers represent concepts as 
low-dim linear subspaces (esp. vectors) in the hidden states space

● Feature superposition: hidden states are approximately a sparse linear 
combination of base concepts, e.g., 

● Hidden states can encode richer and more contextualized concepts



Isn’t that familiar?

Table edited by Gemini-3

● Sparse coding: input vectors are a linear representation of basis vectors 

○ Complete basis: PCA
○ Over-complete basis: dictionary learning

● What’s new: efficient representation learning. 
○ Semantic-rich dictionary through many layers and large context 
○ Scalable training: massive dataset and model size

● Hidden states can encode richer and more contextualized concepts



LRH in pre-transformer age 



PCA and factor models

● SVD and spectral decomposition: Given a data matrix       , calculate the 
singular value decomposition, or equivalent spectral decomposition

● PCA gives best low-rank approximation.  Using top-   singular vectors and 
singular values,                              solves

● Factor model interpretation: each row is linear combination of a few 
dominant factor vectors

https://en.wikipedia.org/wiki/Low-rank_approximation


Classical data analysis

● Eigenface: decompose a face image as a linear 
combinations

From Wiki: Some eigenfaces from 
AT&T Laboratories Cambridge

● Gene expression 
data analysis: 
principal components 
of gene data mirror 
geography

Genes mirror geography within 
Europe, Nature, 2026

https://en.wikipedia.org/wiki/Eigenface
https://en.wikipedia.org/wiki/Eigenface
https://www.nature.com/articles/nature07331
https://www.nature.com/articles/nature07331


Linear representation and low-rankness

● Low-rank structures underlies interpretable linear features
● Spectral method in broader applications: network data analysis

● Example: stochastic block model (SBM)
○ Connectivity prob within blocks higher
○ In expectation, adjacency matrix is a rank-2 matrix
○ Applying spectral decomposition on one observed matrix
○ Top-2 eigenvectors encode “membership” of nodes

From Wiki: SBM with two blocks

https://en.wikipedia.org/wiki/Stochastic_block_model


Word embedding

From Wiki: word embedding

● Aim: find embeddings (vector representations) of words / tokens 

● Overcoming prior difficulty: n-gram models and hidden markov chains not 
aimed at capturing token semantics

● A transition point in NLP: vector representations 
are effective for modeling discrete sequence data.

○ Solves polysemy
○ Ideal for neural networks

https://en.wikipedia.org/wiki/Word_embedding


Word embedding

From Wiki: word embedding

● Similar ideas developed by several groups (2013–2014)
○ Word2vec 
○ Glove

● Glove: simple nonlinear matrix factorization finds good word embeddings
○ Co-occurrence matrix: word-word frequency counts within a window
○ Under nonlinear transform, finds low-rank matrix 

● Linear concept representations
○ Composition via additivity 

Linguistic Regularities in Continuous Space Word Representations, 2013 

https://en.wikipedia.org/wiki/Word_embedding
https://arxiv.org/pdf/1301.3781
https://aclanthology.org/D14-1162.pdf
https://aclanthology.org/N13-1090.pdf


LRH are also common for non-language data

● Kernels in CNN are well known to extract 
hierarchical features

● Generative models such as autoencoders 
and GANs encode meaning concepts / 
scenes / objects linearly in latent space

DCGAN paper, 2016: linear interpolation in latent spaceAlexNet paper, 2012: visualizing first-layer conv kernels 

https://colinraffel.com/publications/iclr2019understanding.pdf?utm_source=chatgpt.com
https://arxiv.org/pdf/1511.06434
https://arxiv.org/pdf/1511.06434
https://proceedings.neurips.cc/paper_files/paper/2012/file/c399862d3b9d6b76c8436e924a68c45b-Paper.pdf


Interpretability of transformers with LRH 



Analyzing MLP layers in a transformer

● Transformer Feed-Forward Layers Are Key-Value 
Memories

● An FFN layer within a transformer is simply a 
two-layer MLP:

● Neural memory interpretation
○       is a key
○      is a value
○ An embedding     matches a key if the inner product is 

large, then activates the corresponding value

Transformer Feed-Forward Layers Are Key-Value Memories, 2021

https://arxiv.org/pdf/2012.14913


Analyzing MLP layers in a transformer

● Interpreting value vectors    :  projection with unembedding matrix
○ Token embedding maps tokens to embeddings
○ Unembedding matrix (namely final classification weight matrix) maps embeddings to vectors of 

len of vocab size, which after softmax converted to prob distribution over the vocab

● Top tokens from the prob distribution represents meaning of value vectors
● Interpreting FFN as many “sub-updates” of concepts, additively

Transformer Feed-Forward Layers Build Predictions by Promoting Concepts 
in the Vocabulary Space, 2022

https://aclanthology.org/2022.emnlp-main.3.pdf
https://aclanthology.org/2022.emnlp-main.3.pdf


Analyzing MLP layers in a transformer

● Simple strategy: interpreting 

vectors as top-related tokens

● Often (but not always) useful

● A related strategy: find prompts 

that activate a key-value pair 

the most
Transformer Feed-Forward Layers Are Key-Value Memories, 2021

https://arxiv.org/pdf/2012.14913


How do transformer encode and process semantics? 

● Heuristics of transformers
○ MLPs / FFNs store static knowledge using key-vector memories, encoding progressively rich 

semantics in later layers
○ Self-attentions implements algorithms by mixing and composing token / position information 

Thinking Like Transformers, 2021: implementing programs via attention patterns  

● Layer specification: MLPs 
and SAs across layers can 
play different roles

● Mixture of experts 
(MoEs): MLP split into 
sparsely activated “experts” 
for knowledge specification

https://arxiv.org/pdf/2106.06981
https://arxiv.org/pdf/2401.06066


LRH and in-context learning

● An interpretation: in-context (IC) examples activate concepts, which steer the 
model towards that concepts 

● IC vector: extract hidden states as concept-encoding vector
● Inject IC vector without context: patching 

this vector or adding this vector to hidden 
states completes task without context   

In-Context Learning Creates Task Vectors, 2023 

https://arxiv.org/pdf/2310.15916


Representation of compositions via bridge subspace

● How do transformers compose two layers? How do an earlier layer 
communicate with a later layer?

● An shared subspace by many pairs of early-layer OV and late-later QK
● Early layer “writes” in bridge subspace, then “read and processed” by later 

layers

Out-of-distribution generalization via composition: A lens through induction heads in Transformers, 2025

https://www.pnas.org/doi/10.1073/pnas.2417182122


Model adaptation using LRH 



Inference-time intervention

● Find harmful (untruthfulness, bias) concept vectors in hidden states space
● Shift the hidden states in the opposite direction

Inference-Time Intervention: Eliciting Truthful Answers from a Language Model, 2024

https://arxiv.org/pdf/2306.03341


Steering with IC vectors

● Compute safety-related concept vectors:
○ Prompt with paired examples
○ Calculate top principal component

● Steer the model to reduce 
harmful-encoding vector 

In-context Vectors: Making In Context Learning More Effective 
and Controllable Through Latent Space Steering, 2024

https://arxiv.org/pdf/2311.06668
https://arxiv.org/pdf/2311.06668


Model editing

● Concept / task vectors can 
be used to edit models 
(low-cost finetuning)

● Detoxify LLMs: extract 
hidden states from paired 
prompts, apply PCA, then 
project out toxicity-encoding 
subspaces in MLP value 
matrices 

● Similar variants: task 
arithmetic, knowledge 
injection via ROME Model Editing as a Robust and Denoised variant of DPO: A Case Study on Toxicity, 2024

https://arxiv.org/pdf/2212.04089
https://arxiv.org/pdf/2212.04089
https://arxiv.org/pdf/2202.05262
https://openreview.net/pdf?id=lOi6FtIwR8

