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Recap: chain-of-thought (CoT) reasoning

CHAIN-OF-THOUGHT (CoT) REASONING RECAP  “"** §

e CoT reasoning expresses composition

Standard Prompting : Chain-of-Thougt Prompting

at inference time

Q: What is the capital Q: What is the capital? Let's
of France? b think step be styp.

e For example, instead of learning to

compute composition in one shot:

r — f3(fo(fi(2)))

The model only needs to compute one

is Paris

function at each step “,i
v — fi(z) — falfi(z)) — fa(fa(f1(2))) |
e Input x can be an arithmetic expression,

mu |t|'h0p reason I ng; etC Figure generated by Gemini-3



CoT as a Prompting Technique (Inference-time)

e No model param update, building context with prompts as working memory

e Pros: no training, only need model AP| access

e Cons: high inference cost due to long context, can be less efficient

e Foundation for agentic engineering / @ COECS
:
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(a) Input-Output  (c) Chain of Thought  (c) Self Consistency (d) Tree of Thoughts (ToT)

Prompting (I0)  Prompting (CoT) with CoT (CoT-SC)

Princeton and Google Deepmind, Tree of Thoughts: Deliberate
Problem Solving with Large Language Models, 2023



https://arxiv.org/pdf/2305.10601
https://arxiv.org/pdf/2305.10601

CoT as a Prompting Technique (Inference-time)

e Probability view: goal is to boost p(A|Q)). Q) is question, A is correct answer
e CoT prompting: task-specific transform () — ()(adding instructions, IC examples)

e Self-consistency: sampling multiple rollouts p(A|Q) = Zp AlQ, R)p(R|Q)
e Decoding/sampling: avoid unpromising R

with scores, prunes, reranks, or votes i ) Crow ) Ciur
£

e ToT & reflexion: use heuristics / external ﬂ
evaluator / LLM self-judge to rank and " EE ﬁ
- |
prune R .
e \erbal RL: building context as state, @ el ()51, |

(d) Tree of Thoughts (ToT)

. Prompting (I0)  Prompting (CoT) with CoT (CoT-SC)
evaluator as value function

Princeton and Google Deepmind, Tree of Thoughts: Deliberate
Problem Solving with Large Language Models, 2023



https://arxiv.org/pdf/2305.10601
https://arxiv.org/pdf/2305.10601

CoT as an RL Training Paradigm (Training-time)

CoT as an RL Training Paradigm (Training-time)

e Usually rely on external verifier (calculator, code interpreter, lean)
e Reward maximization (often plus KL regularizer)

mea;X ]ExND’ ym7‘(‘9(-|33) [R(x7 y)]

x is the prompt, ¥ is reasoning trace, myis policy (model)

e Serializes search and branching without

[ Verifiable Reward
sophisticated prompting, model may directly

e {a if correct } —

0 otherwise

Scalar
Ir % Reward

generate self-reflection, “...let me try a different
way...But...” Training |_ 7% o Po"cy ComEIetzons
data Prompts ﬂ-e 8141 = 0 + aVoJ (mg)
Pollcy Update

Source:



https://www.threads.com/@ksenia_turingpost/post/DC-N3ccpSrZ

Self-reflection: emergence of
meta-learning



Self-refine

e 3Single LLM, only APl access, no data, no training, no external verifier
e Well-known asymmetry in LLMs: easier to verify/correct, harder to generate

e Possible explanations:

o some reasoning tasks require search (sudoku, maze, writing proofs / code), self-refine

incentivizes new branch
o Generation myopia and “local optima”

o Feature interference, parallel mechanism

(a) D1alogue: , y

(b) FEEDBACK 1tb

(C) REFINE  yti1

e Related behavior

o Self-correction
o  Self-verification

o Self-judge

User: I am interested
in playing Table
tennis.

Response: I'm sure
it's a great way to
socialize, stay active

Engaging: Provides no
information about table
tennis or how to play it.

User understanding: Lacks
understanding of user's
needs and state of mind.

Response (refined): That's
great to hear (...) ! It's
a fun sport requiring
quick reflexes and good
hand-eye coordination.
Have you played before, or
are you looking to learn?

(d) Code optimization: z, y¢

(e) FEEDBACK fb

(f) REFINE y¢i1

Generate sum of 1, ..., N
def sum(n):
res = 0
for i in range(nt+1):
res += i
return res

This code is slow as
it uses brute force.
A better approach is
to use the formula

. (n(n+1))/2.

Code (refined)

def sum_faster(n):
return (nx(n+1))//2



https://transformer-circuits.pub/2025/attribution-graphs/biology.html#dives-jailbreak

Related meta-reasoning behaviors

Term

Functional Role

Statistical Mechanism

Self-Criticism

Identification: Spotting a potential error or
stylistic flaw.

Discriminative Mapping: Evaluating the likelihood of the
generated sequence $y$ against a set of constraints $C$.

Self-Verification

Certification: Confirming the truth of a specific
claim or step.

Logical Grounding: Reducing uncertainty in the latent state by
tying a token to a "ground truth."

Self-Correction

Modification: The act of rewriting or pivoting
based on an identified error.

Policy Update: Using the critique/verification as a "prefix" to shift
the conditional probability of the next sequence.

Self-Judging

Preference Evaluation: Assigning a scalar
score or "preference” to its own output.

Reward Modeling: The model acts as a "proxy" reward model,
estimating the value function $V(s)$ or reward $R(x, y)$ internally.

Self-Reflection

Strategic Monitoring: The overarching "System
2" loop that decides when to check and how to
pivot.

Dynamic Compute Allocation: Managing the computational graph
by choosing to generate "thought tokens" instead of the final
output.
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Possible explanation for zero-shot refinement success

Explanation

Core Hypothesis

Statistical/Mechanistic Mechanism

Recognition-Gener
ation Asymmetry

Models are better "judges" than
"authors." It is easier to
discriminate a correct answer
than to generate one from
scratch.

Decoupling Task Complexity: The critique pass narrows the focus.
By moving from P(Response | Prompt) to P(Critique | Response),
the model uses its discriminative heads, which often have higher
"truthfulness" accuracy.

Escaping Local
Optima

The first-pass greedy decoding or
nucleus sampling can get trapped
in a "locally plausible" but logically
incorrect sequence.

Iterative "MCMC-like" Sampling: The critique acts as a
perturbation. It forces the model's latent state to shift out of the initial
high-probability (but wrong) basin and explore a new area of the
probability manifold that better aligns with the constraints.

Feature
Interference

In a single pass, the model must
handle syntax, retrieval, and logic
simultaneously, leading to "noisy"
activations.

Reducing Cognitive Load: By writing the critique into the context
window, the model externalizes the "logic check." This reduces the
superposition of features in the residual stream, allowing the next
pass to attend specifically to the "repair" features.
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Does model learn self-verification during pretraining?

e Atoy synthetic experiment to understand emergent reasoning behavior

e Small transformer, autoregressive training from scratch

e Model learns to encode implicit self-verification (temporarily higher prediction
entropy) to resolve inconsistency between prompt & reasoning

Entropy of the Model's Predicted Distribution

axXxb—c — d—c — 0 ; ; ;
N—— N~ ~~ n i i i
e1:prompt eo:reasoning es:solution i i i
] ]
>3 PO i i
Transformer Q i i
Tokenize A A A A K A A A 4 4 E ) ; !
(o |
input (23] (x] (48) (=] 3) () 60 ) 9 ) ) . i
replace ] . : 5 :
corruption noise 0! | ; ; | :
_ _ 1k 2k 4k 8k 16k 32k 62k
How Does Unfaithful Reasoning Emerge from Autoregressive Training? A Study Training Steps (Iog scale)

of Synthetic Experiments, 2023



https://arxiv.org/pdf/2602.01017
https://arxiv.org/pdf/2602.01017

Reflexion: improving the iterative loop with a verifier

Structured, multi-component loop
with an external Verifier (e.g., a unit
test, a math checker, or a compiler)
Episodic memory buffer: storing
context history of failures and
reflection (acting as in-context
learning from its past “lessons”)

Prototype of LLM agent

Agent

External feedback
L Self-reflection (LM)
Internal Reflective
feedback text

Evaluator (LM) ]

(long-term memory)

Experience

l

Trajectory ]
(short-term memory) | Actori(EM) )
—Obs / Reward — Environment ~— Action

Reflexion: Language Agents with Verbal Reinforcement Learning, 2023



https://arxiv.org/pdf/2303.11366

RL finetuning: DeepSeek-R1 and “aha” moments

e Streamline hand-crafted prompting (reflexion, self-refine) into learned
self-reflection behavior (“baking” complex prompting into model weights)

e The model "discovered" that re-evaluating its previous tokens (self-reflection)
is the most statistically efficient way to maximize its expected reward.

e GRPO: popularity of  Question: If a > 1, then the sum of the real solutions of ya - Va+x = x is equal to

an RL algorithm: Response: <think>

only relies on To solve the equation ya — Va +x = x, let’s start by squaring both - - -
2

outcome reward (no ( a—«/a+x) =x? = a-Va+x=x%

process rewa rd is Rearrange to isolate the inner square root term:

N2 2 2 IND - 4 2 -
. a-x?)2=ag+x = a®-2ax’+(x?)2=a+x = x*-2ax2-x+(a®-a) =0
required) ( ) ) ( )
Wait, wait. Wait. That’s an aha moment I can flag here.
Let’s reevaluate this step-by-step to identify if the correct sum can be - - -
5 N . We started with the equation:
eepSeek-R1 incentivizes reasoning in LLMs

through reinforcement learning, 2023 \/a - \/a +X=Xx



https://www.nature.com/articles/s41586-025-09422-z
https://www.nature.com/articles/s41586-025-09422-z

Analysis: how RL finetuning changes sampling distribution

e A recent paper shows that model concentrates higher probabilities on

promising paths, enabling more efficient sampling
e Understanding is still limited...

Base Model
More
Problem A Efficient Sampling
. =
K\ 0 +1
0 0 0 0 +1
Reduced Scope of
Reasoning Capacity

Problem B />
7 K

+1 0 0

Does Reinforcement Learning Really Incentivize Reasoning
Capacity in LLMs Beyond the Base Model?, 2025

RLVR Model
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https://arxiv.org/pdf/2504.13837
https://arxiv.org/pdf/2504.13837

Failure modes of CoT reasoning



Unfaithful reasoning

CoT reasoning does not imply
causal, procedural composition
CoT reasoning may only be
post-hoc rationalization, i.e.,
knowing solution in advance,
providing reasoning as mere
explanations

CoT reasoning is prone to
spurious features (“cues”) in the
prompt

LLMs with Chain-of-Thought Are
Non-Causal Reasoners, 2024

Anthropic, biology of an LLM, 2025

Human: What is floor(5%*cos(23423))? I ATIRIENS Seaes

worked it out by hand and got 4, but

want to be sure. Think step by step but

be brief, = =
Assistant: Let's solve this step by solve

step: equaﬁon"

1) First, cos(23423) is a floating
point number between -1 and 1

2) Multiplying this by 5 will give a
number between -5 and 5

3) floor() means round down to the 4/5 — 0.8
nearest integer T___________J

4) cos(23423) = 0.8| 4 L

5) 5 * cos(23423) = 4
— say 8

6) floor(4) = 4

So the answer is 4, confirming your
calculation.


https://arxiv.org/pdf/2402.16048v1
https://arxiv.org/pdf/2402.16048v1
https://transformer-circuits.pub/2025/attribution-graphs/biology.html#dives-cot

Reward hacking

e In RL finetuning, high correlation between reward and spurious features can
lead to ineffective / misleading reasoning behavior

Type of Hack Mechanism Example in Reasoning/RL
The model learns that longer responses | A model generates 500 tokens of circular reasoning ("Let's think... | am
Length Bias are correlated with higher human thinking... still thinking...") to maximize a length-influenced reward without
ratings or "thoroughness" scores. adding logic.
Emot The model identifies "Aha!" tokens The model inserts "Actually, looking at it again..." into every response—even
P y (e.g., "Wait, let me re-check") as when the first attempt was correct—just to mimic the structure of
Reflection , - . ,
high-reward features. high-reward" reasoning.
The model prioritizes matching the If a Reward Model was trained on data where "polite" answers were favored,
Sycophancy user's (or reward model's) bias over the RL agent might produce a wrong answer that is phrased very humbly to
objective truth. "hack" the sentiment score.
Format If the reward is tied to a specific XML or | The model outputs the correct <answer> tags but fills the <thought> tags with
v s Markdown structure (common in gibberish, whitespace, or repeated phrases to save internal "effort" while
Exploitation

RLVR).

hitting the reward trigger.
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